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OUTLINE

= What “Al” in Information Security do

= Supervised Learning
= Decision Tree

= Support Vector Machines (SVM)

= Unsupervised Learning
= K-means

= Decomposition Algorithm
= Singular Value Decomposition (SVD)

= Graph Mining

= Pagerank

= Anomaly Detection & Graph Mining
= ChainSpot
= WebHound
= Playwright

= Other Cyber Applicationin Al
= Malware Analysis




WHAT “AI” IN INFORMATION SECURITY DO

= One of most representative form of data to be analyzed in
information security is .LOG

=Log Analysis
= IDS Logs
= Firewall Logs
= Web Server Access Logs
= Proxy Logs
= Active Directory Logs

= Social Media
= Twitter, FB, ...




INTRUSION DETECTION SYSTEM (IDS)

= Depends on where you deploy the IDS
- Host IDS (HIDS)
- Network IDS (NIDS)
= Detect the known attacking signature
= Port, attacking vector, or sent content.
= Highly depends on human fine tuning the rule
= False alarm issue
= Usually contains following information:
= Event Name, Source IP, Source Port, Dest. IP, Dest. Port, TimeStamp
= A well-studied domain:
= False Alarm Reduction
= Multi-steps Attacks correlation

= Applied scenario: SOC (security operation center), CERT, ISAC...

()



FIREWALL LOGS

= Firewall: blocking connection or transmission based on known
blacklist or pre-defined policy

= Easy to deployment and use.

= Lacking of analysis ability as facing unseen attacking signature.
(e.g.IP,Domain Name)

= Contain following information:
= Source IP, Source Port, Dest. IP, Dest. Port, Permit/Deny

= Also well-studied on large-scaled connection correlation
= Honeypot attacking pattern analysis

= Botnet structure analysis




WEB SERVER ACCESS LOGS

= Application-layer malicious behavior detection

= Web Server Accessing Logs contain:
= Source IP, Accessed Path, Access Status, Timestamp, Http header (optional),
File Size(optional)

= Usually, a tradeoff is between log visibility and server execution
performance

= Only application-layer malicious behavior such as script can be
detected.

= Research emerged around 2005:
= Analyze the accessed path to detect SQL injection

= Graph mining on association graph of web access
= Build a classifier to predict a risk of a given request.




PROXY LOGS

= Proxy is an agent deployed on gateway of an enterprise network.
= Recorded the web surfing behavior
= Why “web surfing behavior”is important
= URL connection for C&C server communication and control.
= Detect the phishing web site.
= Detect malicious scanning attack.
= Containing:
= Source IP, Dest. URL, TimeStamp, Web Agent Info., MIME ...
= Research emerged around 2010

= Analyze the malware behavior inside the enterprise network.
= Correlate other logs (IDS,FW, AD logs, etc.) to evaluate risk of an account




WINDOWS EVENT LOGS
(RCTIVE DIRECTORY LOGS)

= Operating system records connections or events,
between client side and server side, of registered
accounts.
= Contalining:
= TimeStamp, Account, Source IP, Event Name, Sub-Event Annotation, ...

= Can be used to detect hidden malicious behavior:

= Anomaly login/logout behavior
= Anomaly resource allocation
= Anomaly permission granting

= Recently, AD is well-used on event tracking, however, it
resulted in issue that AD data is big scale

= Companies in industry focused on AD-related research in last 2-3 years.




DIFFERENT KINDS OF MACHINE LEARNING

supervised learning (classification, regression) { (1., y1:n)}

I

semi-supervised classification /regression {(x1.1,y1:1), i1 1:n, Ttest }
transductive classification/regression {(z1.,y1.1), Ti1 1:n}

I

semi-supervised clustering {z1.,, must-, cannot-links}

I

unsupervised learning (clustering) {x1., }




SUPERVISED LEARNING

=Decision Tree
=Support Vector Machines (SVM)




SUPERVISED LEARNING

=Decision Tree
=Support Vector Machines (SVM)




A DECISION TREE EXAMPLE — THE
WEATHER DATA

ID code Outlook Temperature Humidity | Windy Play
a sunny Hot High False No
b sunny Hot High True No
C Overcast Hot High False Yes
d Rainy Mild High False Yes
e Rainy Cool Normal False Yes
f Rainy Cool Normal True No
g Overcast Cool Normal True Yes
h sunny Mild High False No
1 sunny Cool Normal False Yes
j Rainy Mild Normal False Yes
k Sunny Mild Normal True Yes
1 Overcast Mild High True Yes
m Overcast Hot Normal False Yes
n Rainy Mild High True No @




R DECISION TREE EXAMPLE

Outlook

overcast rainy

Crumigity )| yes | Cvindy >
ﬂgh \ normal false \ true
no YCES YES no

Decision tree for the weather data.



THE PROCESS OF CONSTRUCTING A
DECISION TREE

=Select an attribute to place at the root of the decision tree
= Make one branch for every possible value

= Repeat the process recursively for each branch




WHICH ATTRIBUTE SHOULD BE PLACED AT
A CERTAIN NODE

=One common approach is based on the information gain by
placing a certain attribute at this node

= The so called information gain is directly proportional to
improvement in terms of outcome distribution entropy




THE GENERAL FORM FOR CALCULATING
THE INFORMATION GAIN

= First we calculate outcome distribution followed by a certain
decision.

= Entropy of a decision =
— K xlog, K — F, xlog, P, —---— F, xlog, P,

, where Py, P,, ..., P, are the probabilities of the n possible outcomes.
= The max. entropy happens whenP; =P, = ... =P,=1/n
= The min. Entropy happens when one of P;s = 1




FOR EXAMPLE, THE ORIGINAL ENTROPY

In the weather data example,
= 9 instances of which the decision to play is "yes”
= 5 instances of which the decision to play is "no” .
= Then, the entropy of original distribution is

9 9 5 5 .
— x| =log. — |+| — | x| =1log. — | =0.940 bits.
14 ( gzm] (14) ( gz14)




RESULTED INFORMATION GAIN AS WE
PLACE “OUTLOOK” AT THE ROOT

Information further required =

Bl x0.971+ 4 x 0+ el x0.971=0.693bits.
14 14 14




INFORMATION GAINED BY PLACING EACH
OF THE 4 ATTRIBUTES

= Gain(outlook) = 0.940 bits — 0.693 bits = 0.247 bits.
= Gain(temperature) = 0.029 bits.
= Gain(humidity) = 0.234 bits.

= Gain(windy) = 0.048 bits.




THE STRATEGY FOR SELECTING AN
ATTRIBUTE T0 PLACE AT R NODE

= Select the attribute that gives us the largest information gain (i.e.,
improvement of entropy).

= In this example, it is the attribute “Outlook” .

Outlook
/W overcast ainy

2eyes” | |4%yes” | |3 “yes”
3 ccnO” 2 “no”




THE RECURSIVE PROCEDURE FOR
CONSTRUCTING R DECISION TREE (1)

= The operation discussed above is applied to each branch recursively
to construct the decision tree.

= For example, for the branch “Outlook = Sunny” , we evaluate the
iInformation gained by applying each of the remaining 3 attributes.
= Gain(Outlook=sunny;Temperature) = 0.971 - 0.4 =0.571
= Gain(Outlook=sunny;Humidity) = 0.971 -0 = 0.971
= Gain(Outlook=sunny;Windy) = 0.971 — 0.951 = 0.02




THE RECURSIVE PROCEDURE FOR
CONSTRUCTING R DECISION TREE (2)

= Similarly, we also evaluate the information gamed by applymg each
of the remaining 3 attributes for the branch “Outlook = rainy”

= Gain(Outlook=rainy;Temperature) = 0.971-0.951 =0.02
= Gain(Outlook=rainy;Humidity) = 0.971-0.951 = 0.02
= Gain(Outlook=rainy;Windy) =0.971-0 =0.971




SCIKIT-LEARN EXAMPLE

1.10.1. Classification

DecisionTreeClassifier IS a class capable of performing multi-class classification on a dataset.

As with other classifiers, pecisionTreeClassifier takes as inputtwo arrays: an array X, sparse or dense, of size
[n_samples, n_features] holding the training samples, and an array Y of integer values, size [n_samples] , holding

the class labels for the training samples:

>>> from sklearn import tree
>>> X = [[0, 0]3 [1, 1]]

>> Y = [0, 1]
>>> CLf = tree.DecisionTreeClassifier()
>>> clf = clf.fit(X, Y)

After being fitted, the model can then be used to predict the class of samples:

>>> clf.predict([[2., 2.1])
array([1])

Z

%% &3 ¢ http://scikit-learn.org/stable/modules/tree.html



SUPERVISED LEARNING

=Decision Tree
= Support Vector Machines (SVM)



BINARY CLASSIFICATION

Given training data (x;,y;) fori=1... N, with
x; € R? and y; € {—1, 1}, learn a classifier f(x)

such that
N) 20 y=+1
i.e. y;f(x;) > 0 for a correct classification.
A A AAAA
AAAAAA .‘:0. AAA

[
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LINEAR SEPARABILITY
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LINEAR CLASSIFIERS

= A linear classifier has the form

f(x)=w'x+b

= in 2D the discriminant is a line
= is the normal to the line, and b the bias

= is known as the weight vector

_f(x)=0

A AAA ,

F(x) > 0




LINEAR CLASSIFIERS (CONT'D)

A f(x)=0
X
= A linear classifier has the form 2 /

f(X) :WTX_I_b e AN

L3

= in 3D the discriminantis a plane,and in nD it is a hyperplane
= For a K-NN classifier it was necessary to carry’ the training data
= For a linear classifier, the training data is used to learnw and then discarded

= Only w is needed for classifying new data




SUPPORT VECTOR MACHINE

linearly separable data 4
o | : 2
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APPLICATION: PEDESTRIAN DETECTION IN
COMPUTER VISION

= Objective: detect (localize) standing humans in an image
= reduces object detection to binary classification
= does an image window contain a person or not?

Method: the HOG detector



TRAINING DATA AND FEATURES

= Positive data — 1208 positive window examples




FEATURE: HISTOGRAM OF ORIENTED
GRADIENTS (HOG)

image

dominant

» tile window into 8 x 8 pixel cells

« each cell represented by HOG

frequency

orientation

Feature vector dimension = 16 x 8 (for tiling) x 8 (orientations) = 1024



ALGORITHM & RESULTS

Training (Learning)

* Represent each example window by a HOG feature vector

x; € R% with d = 1024

’IIIII‘
[§ J

* Train a SVM classifier

Testing (Detection) TNt
» Sliding window classifier ' positive  negative
weights weights

flz)=w'x+b




SCIKIT-LEARN EXAMPLE

1.4.1. Classification

svc, Nusve and Linearsvc are classes capable of performing multi-class classification on a dataset.

As other classifiers, svc, nusve and rLinearsvc take as input two arrays: an array X of size
[n_samples, n_features] holding the training samples, and an array y of class labels (strings or integers), size

[n_samples] :

>>> from sklearn import svm

>>> X = [[0, @], [1, 1]]

>>>y = [0, 1]

>>> clf = svm.SVCO

>>> clf.fit(X, y)

SVC(C=1.0, cache_size=200, class_weight=None, coef0=0.0,
decision_function_shape=None, degree=3, gamma='auto', kernel='rbf',
max_iter=-1, probability=False, random_state=None, shrinking=True,
tol=0.001, verbose=False)

After being fitted, the model can then be used to predict new values:

>>> clf.predict([[2., 2.]11)
array([11)

SVMs decision function depends on some subset of the training data, called the support vectors. Some properties of these
support vectors can be found in members support_vectors_, support_ and n_support :

>>> # get support vectors ===

>>> clf.support_vectors_
array([[ 0., 0.7,
L1, 1.0JD
>>> # get indices of support vectors
>>> clf.support_
array([0, 1]...)
>>> # get number of support vectors for each class
>>> clf.n_support_
array([1, 1]...)

% FM © http://scikit-learn.org/stable/modules/svm.html




UNSUPERVISED LEARNING

» K-means




WHAT IS CLUSTERING?

= Clustering is assigning objects into different groups, or more precisely, the
of a into (clusters), so that the data in each subset
(ideally) share some commontrait - often according to some defined




COMMON DISTANCE MEASURES

= Distance measure will determine how the similarity of two elements is calculated
and it will influence the shape ofthe clusters.

They include: P, (%)
1.The (also called 2-norm distance) is given by: /
~ P (579 |

L. V=23 Sl X =W ‘
. | . Euclidean distance (d) = \/ (XZ-X,)Q + ()’23’7)2

| =1
2.The (also called taxicab norm or 1-norm) is given by:
d(x,y)=> |x=y A
=l W




K-MEANS CLUSTERING

= The K-means algorithm is an algorithm to n objects based
on attributesinto k ,where k < n.

= [t assumes that the object attributes form a




HOW THE K-MEAN CLUSTERING
ALGORITHM WORKS? (1)

. . o0 obj +
Distance objects to grou
centroids
4
G




HOW THE K-MEAN CLUSTERING
ALGORITHM WORKS? (2)

= Step 1: Begin with a decision on the value of K = number of clusters .
= Step 2: Put Kiinitial centers to form K initial clusters.

= You may assign the training samples randomly, or systematically as the following:

1. Take the first k trainingsample as single-element clusters

2. Assign.gach of the remaining (N-k) training sample to the cluster with the nearest
centroia.

3. After each assignment, re-compute the centroid of the gaining cluster.




HOW THE K-MEAN CLUSTERING
ALGORITHM WORKS? (3)

= Step 3: Take each sample in sequence and compute its from the centroid
of each of the clusters. If a sample is not currently in the cluster with the closest
centroid, switch this sample to that cluster and update the centroid of the cluster

gaining the new sample and the cluster losing the sample.

= Step 4 . Repeat step 3 until convergence is achieved, that is until a pass through
the training sample causes no new assignments.




A SIMPLE EXAMPLE OF K-MEANS

ALGORITHM (1)

Individual Variable 1 Variable 2

1

~NOoO O W

1.0
1.5
3.0
5.0
3.5
4.5
3.5

1.0
2.0
4.0
7.0
5.0
5.0
4.5




A SIMPLE EXAMPLE OF K-MEANS
ALGORITHM (2)

= Step 1:
= Initialization: Randomly we choose following two centroids (k=2) for two clusters.
= In this case the 2 centroid are:ml1=(1.0,1.0) and m2=(5.0,7.0).

Individual Variable 1 Variable 2

1l 1.0 1.0

; l 3 ;;'(_) Individual Mean Vector
- e 7'(‘;’ Group1 1 (1.0, 1.0)
3 35 - Group 2 4 (5.0, 7.0)
6 4.5 5.0

I'4 3.5 4.5




A SIMPLE EXAMPLE OF K-MEANS
ALGORITHM (3)

) Step 5. nwicual | Cenfrokl o -:=Tlr-: d:
= Thus, we obtain two clusters containing: . ; . 1.:1|1 --I I:I
{1,2,3} and {4,5,6,7}. ' ; . 2 E1
= Their new centroids are: F 7 34 .
;;:.=.j;(l.(l-l.i—3.0‘:.1':'1.0+2.D+4.0‘:)=(1.83.2.33‘, : ik =
T AT\ % / ' z 5.31 206
7 2.30 1592

my=(—(3.0+35+45+3)).

d(m 2)=41.0-15]" 41.0-2.0" =1.12

= (4.125.38)

d(m, 2= 5.0-1.5F 47.0-2.0F =6.10



A SIMPLE EXAMPLE OF K-MEANS
ALGORITHM (4)

= Step 3:
= Now using these centroids we compute the Euclidean distance of each object, as shown in
table.
= Therefore, the new clusters are: Individual | Centroid 1 | Centroid 2
{1,2} and {3,4,5,6,7} 1 157 5 28
2 047 428
= Next centroids are:m1=(1.25,1.5) and m2 = (3.9,5.1) T 2 04 178
< 5.4 1.84
J 3.15 0.73
8 3.78 0.54
| 2.74 1.08




A SIMPLE EXAMPLE OF K-MEANS

ALGORITHM (5)

= Step 4 :
= The clusters obtained are:
{1,2} and {3,4,5,6,7}

= Therefore, there is no change in the cluster.

= Thus, the algorithm comes to a halt here and final result consist of 2 clusters {1,2} and

{3,4,5,6,T}.

ndvidual | Centroid 1 | Centroid 2
1 0.56 5.02
2 0. 56 342
3 309 142
; 6.0 22
d 4.18 041
i 478 0.61
7 375 0.72




PLOT OF RESULT

B
B
1
2
0




SCIKIT-LEARN EXAMPLE

Examples

>>> from sklearn.cluster import KMeans
>>> import numpy as np
>>> X = np-ar'r‘a)/([[l, 2], [1a 4], [1: 0]:
[4, 2], [4, 4], [4, @]D)
>>> kmeans = KMeans(n_clusters=2, random_state=0).fit(X)
>>> kmeans.labels_
array([@, @, 0, 1, 1, 1], dtype=int32)
>>> kmeans.predict([[@, @], [4, 4]]1)
array([@, 1], dtype=int32)
>>> kmeans.cluster_centers_
array([[ 1., 2.],

£4., 2.1

2HEEN http://scikit-learn.org/stable/modules/generated/sklearn.cluster. KMeans.html



MEASURES OF QUALITY OF SUPERVISED
LEARNING

relevant elements
I 1

false negatives true negatives
How many selected How many relevant
items are relevant? items are selected?
true positives false positives _
Precision = ——— Recall =

selected elements OE



DECOMPOSITION ALGORITHMS

= Singular Value Decomposition (SVD)



INTRODUCTION OF SVD

« 31 £ 18 » # (Singular Value Decomposition > A F fi#% SVD) # & & & 1% ey | 3
71 Fe VB > ATEBACHRARIETRELZ BHEERECAEEFE ROES -

¥

TS

£ 5 S B SR S A1 (Geene Golub) 1A RFESHE B B BBt SVD A2
£ I A B SR { O

From http://www.cs.nyu.edu/overton/genearoundtheworld/gene.jpg

%% &3 ¢ https://ccjou.wordpress.com/2009/09/01/%E5 % A5 %87 %ET %95 %B0%E5%80%BC %E5 %88%86%E8%AT7%A3-svd/ @



HOW TO DO MATRIX DECOMPOSITION ?!

B ARy m x n BFEEM > r = rankA > SVD B U TFEA :
A=UxVT>

HpugmxmB vEnxnBE > SEmxnfg - fFFHl2E > U MV #BLEIER
¥E[# (orthogonal matrix) » W > UT = U1 VT = V-1 © & (C8) BA%ER > 11T :

5. 0 0 0 0 )
0 0 0 —>

s_ 0 0 o0 0 |

~ 1o 0 0 0 ml A |=|u| (=) Dl
0 0 0 0] %

%% &3 ¢ https://ccjou.wordpress.com/2009/09/01/%E5 % A5 %87 %ET %95 %B0%E5%80%BC %E5 %88%86%E8%AT7%A3-svd/ @



WHAT DOES SVD MEAN

AR LUK SVD i SR SRR A W =(E 2 0 B « el v7T > i = HieiE U > B=8
N2 x 2 BEFERER S R o J5—T5TH > © &TU%‘E%@%@@ A% ﬁ%?%f" E{vVi,...,Vn}
%ﬂ{ulum}ﬂﬁiﬁﬁﬁ‘fﬁfﬁ@ (% ORI a8 PALES B i H

0 oUy

0 1€4 /
(_/01111

%% &3 ¢ https://ccjou.wordpress.com/2009/09/01/%E5 % A5 %87 %ET %95 %B0%E5%80%BC %E5 %88%86%E8%AT7%A3-svd/ @



APPLICATION OF SVD
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APPLICATION OF SVD — NOISE FILTER

- A—iE 25x15 AYlE H:
F—EE—RNET  EERERANEE

EMNFRER :

o1=14.15
0 =467
o3 =3.00
04 =0.21
05=0.19

015=005 | =0

4 # % https://ifun01.com/8VIKDF3.html



NUMPY EXAMPLE

Examples
>>> a = np.random.randn(9, 6) + lj*np.random.randn(9, 6)
Reconstruction based on full SVD:

>>> U, s, V = np.linalg.svd(a, full matrices=True)
>>> U.shape, V.shape, s.shape

((9, 9), (6, 6), (6,))

>>> S = np.zeros((9, 6), dtype=complex)

>>> S[:6, :6] = np.diag(s)

>>> np.allclose(a, np.dot(U, np.dot(S, V)))

True
Reconstruction based on reduced SVD:

>>> U, s, V = np.linalg.svd(a, full matrices=False)
>>> U.shape, V.shape, s.shape

((9, 6), (6, 6), (6,))

>>> S = np.diag(s)

>>> np.allclose(a, np.dot(U, np.dot(S, V)))

True

% F  https://docs.scipy.org/doc/numpy/reference/generated/numpy.linalg.svd.html



GRAPH MINING

=Pagerank



GRAPH MINING

= Pagerank




INTRODUCTION OF PAGERANK

LR
- TR F I EREAALOHMBETNFZ RO BRGNS ? |

« AR REBHBIE > Pl e TRATRS B CHERLEME B XEH
B kied Bl — BAZMxE 0 LI SRS -

= Ahh o BATEMEL B BIEARSL TERERERAHGHE » Gl oth 1T 408 #Ek
B EAT — A wkayia > HEZMEZEZAMER - AN LillsEd » £F Fi8
@SB @ P 7] 3 693045 ik 4v PageRank & B 3E @ 4 o

%# &3 ¢ http://jpndbs.lib.ntu.edu.tw/DB/PageRank.pdf



HOW DOES PAGERANK WORK ?!

ERHEAREENBRY  SBRENEREZHHAR  BARSEAERM
MELETHREHEE TR P AL YER  RRLELAERA - A TEE
P ERMN RLLH  BEREXMRAPENLE R > PageRank B H N
KAt A T — 1B 4855 69 PageRank 18 » R B W Avdapr A R 4 2% 485k 0 4835 2
PageRank AR AR St F HiR &8 - U T HBEM A BxER EEHR A-B>
C=E¥EE Aot LuiiteoTH:

%% F : http://tul.blog.ntu.edu.tw/




HOW DOES PAGERANK WORK ?! (CONT'D)

Al C 483569 PageRank AR B2 &2 C o943 AWM AFu B & A

#2 B 4 PageRank AR A H & B 69 F B &8 > B sb— B {Ewél > BpT45 C 48
¥ 44 PageRank {40 F

PR(A) PR(B
pr(c) ~ ERA) , PR(E)

A AR E — &4k R 7T4F PageRank A 893t E A X 5 -

PR(U) _ Z P]Z(L')

VE By

%% F M ¢ http://tul.blog.ntu.edu.tw/



HOW DOES PAGERANK WORK ?! (CONT'D)

AR —EeREHERE - R LR FME > —HBBEXSEEASN
PageRank & &F &3 % 8y » Bl E F ikt F (M5 & &) PR 1E4E A AT — B eyEH
BR):

(1) PR(A)=PR(B)=PR(C)=1/3=0.33

(2) PR(A)=0.33 PR(B)=0.33/2=0.17 PR(C)=0.33/2+0.33=0.5
G BEFAELE  MAAF2MEFHEL > Bt PRB)=
PRA2; CHEFAFBHEL AR2EELEL BRAI

18 > E gk PR(C)= PR(A)/2+ PR(B))

%% F : http://tul.blog.ntu.edu.tw/




HOW DOES PAGERANK WORK ?! (CONT'D)

(3) PR(A)=0.5 PR(B)=0.33/2=0.17 PR(C)=0.33/2+0.17=0.33
GE AR CHEL - CRAE 1AELEL > B PRA=4T—

MEPROWELLER  BREFANRLE  mMAF2ETF R

4 > B 3k PR(B)=3T— £ & PR(A)2: C#4F Ao By > A
AHREEHELE > BRA—M Bk PR(C)=3T— & PR(A)/2+
Al — & PR(B))

(4) PR(A)=0.33 PR(B)=0.5/2=0.25 PR(C)=0.5/2+0.17=0.42

(5) tkstiadk...

B
PR(A)=0.4 PR(B)=0.2 PR(C)=0.4

%% F : http://tul.blog.ntu.edu.tw/



NETWROKX EXAMPLE

Compute pagerank with Python

The pageranks of the nodes in the example graph (see figure above)
was computed in Python with the help of the networkx library, which
can be installed with pip: pip install networkx. The code that
creates a graph and computes pagerank is listed below:

import networkx as nx

# Initialize directed graph
G nx.DiGraph()

Add edges (implicitely adds nodes)
.add_edge(1,6)
.add_edge(2,6)
.add_edge(3,6)
.add_edge(4,6)
.add_edge(5,6)
.add_edge(4,5)
.add_edge(6,7)

[PNNNININANAIE'S

# Compute pagerank (keys are node IDs, values are pageranks)
pr nx.pagerank(G)

{

.06242340798778012,
.06242340798778012,
.06242340798778012,
.06242340798778012,
.08895357136701444,
.32374552689540625,
.33760726978645894

Nouo s W
ss e se ss s se ee
[=lelNeNeloNeNe]

nnn

%% 3 http://skipperkongen.dk/2016/08/16/how-to-compute-the-pagerank-of-almost-anything/



ANOMALY DETECTION & GRAPH MINING

= ChainSpot
= WebHound
= Playwright




ANOMALY DETECTION & GRAPH MINING

= ChainSpot
= WebHound
= Playwright




CHAINSPOT: MINING SERVICE LOGS FOR CYBER SECURITY THREAT

DETECTION
AN IFEIRFE B they 4! AL B 2B A8 B AT

Markov Model Problem: Attackers usually invade industries and access
Training o sensitive data by the compromised employee.

Idea: We focus on anomaly behavior detection for each
employee (account) in an industry. 1) AD & Proxy Log
Collection, 2) Behavioral Sequence Model, 3) Event Ticket
Correlation, and 4) Anomaly Account Detection.
Contribution: 85.66% average accuracy among 6 types of
event tickets.

/ Anomaly Analysis of AD Account Account Behavioral \

\ K Sequence
U =t ‘,/\ \ A /! A f
U ‘ mim
A ‘ / ||
| | i/ .
m M
1 // \DD U |
L) UL

1. Obtain Ground Truth based on correlating AD account to Event Tickets.

2. Define Markov State based on AD events and Proxy activities.

3. Detect compromised accounts based on their behavioral change which are represented
Kin Markov Model. /




ANOMALY
4\ ANOMALY




MOTIVATION

= Target of APT is usually specific and personal

= Attackers usually invade enterprise and access sensitive data by using
compromised accounts.

= We focus on detecting anomaly behavior or behavioral deviation for
each employee (account) in an enterprise.




METHOD (1)

=\We concern the anomaly behaviors extracted from Active
Directory (Kerberos or NTLM authentication) & Proxy Server (web
surfing usage) for each account.

= Sequential Data Synchronizer

= Correlate heterogeneousdata (AD and Proxy) based on IP Address and
interval time (3 days) of SOC Tickets

Proxy

| |
| |
| |
| |

MM 0 A EEEEEEE  BEHBNE.
| |
| |
| |

N

timeline

o SOC
3 days Ticket ;




METHOD (2)

= ChainSpot model sequential behaviors as a probabilistic model as
baseline, and any change on employee’s behaviors will results in an
anomaly which may imply:
= Account has been compromised
= APT exists in an employee’shost

=To properly model the sequential behaviors as a probabilistic
model for each account, and to detect the anomalies based on

deviation of account’s behaviors.

= Markov Model for building probabilistic model
= Graph Edit Distance for estimating behavioral deviation




MARKOV MODEL

For each account, we will build his Markov model using his normal action sequences

Transition Probability Matrix

An example of Markov Model

An ns X ns transition probability matrix (I'PM), as

following:
| tpia ... tpi; ... 1Pins ]
TPM = tpii ... tpij ... 1Dins
| Pns1 - tPnsj -+ tPnsns |

where for each ¢ and j, ?p;; represents the transition
plobablllty from 7! state to j' state. with constraints

that Z tpij =1,and i =1, ..., ns.
j=

Vi,jg=1....,ns,
#transitions from st; to st s in D;

— #transitions starting from st; in D;

tpij




SEQUENTIAL BEHAVIORS TO MARKOV
MODEL

= Markov States: 1, 2

= Markov Model:
- P(1|1) = 0.99, P(2|1) = 0.01, P(1]2) = 0.25, P(2|2) = 0.75
(@) 0.01

CEO_OO

0.25
(b)

state sequence (hidden):

- O00O00®G®G®GRO

Y
100 x D 99x (D—1) :099 3x 2 —2):0.75




GRAPH EDIT DISTANCE

= Graph Edit Distanceis used to evaluate the difference between two Markov Models.

k
GED(Gy,Gy) = min cost(e;), (1)
(1, Gr2) (€1.....ex ) EP(G Lq.; (€i)
= Simplification of GED
GED(TPM',TPM?) ZZ tpl —tp? |, ()
i=1 j=



HOW TO COMPARE THE DIFFERENCE
BETWEEN TW0 MARKOV MODELS ?!

Graph Edit Distance (GED)

N1+n2+el+e?2+e3+¢e4

= Examples s

= P(54]51):0.1(0.4-0.3)
= P(54]53):0.1(0.4-0.3)
= P(55]5:):0.1(0.4-0.3)
= SO ON.

3 03 04 0.
Markov Model, Markov Model;



DATASET COLLECTIONS OF REAL WORLD (1)

= For each account, we build his personal profile of state sequences which
describe this account’s sequential behaviors.

= Each state in a sequential data consists of followings

= For AD log sequence
= Event (e.g., No 4624, 4634)
= Reply Code (Only 4771 -> 0x12, 0x18)

= For Proxy log sequence
= A Meta Behavior describing web surfing.
( e.g., GET and Download on microsoft.com then Failed)

O HTTP Method O Domain Name
O E.,g., GET, POST, ... O Second Level Domain

O Download or Upload O Access Result
O Download when size in > size out O E.g., Allowed, Failed, ... @
O Upload when size in < size out




EXPERIMENT REGARDING TO REAL
ENVIRONMENT

= Environment & Dataset Description:
= Contains about 1,089 accounts.

= Duration from 2015/08/01 to 2015/08/31.
= The active directory domain service of Windows Servers ver. 2008-R2 results in 27,902,857 logs.

= The proxy service in the same duration generates 78,044,332 logs.

= Dataset
= Number of Categories in SOC Tickets: 6

Index Type of SOC ticket #tickets
15t Single account failed too many times when logon 4
gnd Multiple accounts logon from single IP in short time 3
grd Host connects to malicious domain 11
4th Buffer overflow attack from outside 19
5th DoS attack from outside 39
GEh Try to logon in non-working hours 1




EXPERIMENTS (CONT'D)

= Evaluation
= We divide Aug. logs of each account into three partitions:

= Trainingdata
= A half of unlabeled data mapped by SOC Tickets

= Abnormal Testing data
= Labeled data mapped by SOC Tickets

= Normal Testing data
= Selection from all unlabeled data except Training data

= Compare the difference of Trainingdata between Anomaly and Normal Testing data
= Experiment Hypothesis




EFFECTIVENESS OF CHAINSPOT

: - th .. A -
Hypothesis: Vi=1,..,F, «"" account 1s regarded as:

SHCCESEfI;',E, If GED(M} M} )>GED(M.,. M ).
Failed, otherwise.

brior.:

The general effectiveness measuring gives 85.66% and 87.17% success rates
in terms of averaging on various types or averaging on different accounts.

AD logs related
Ticket index  #Related Accounts  #Succ. Accounts  Succ. Rate

15t 2 1 50.00%
gnd 865 791 01.45%
5th 3 3 100.00%
R 2 2 100.00%

Proxy logs related
Ticket index  #Related Accounts  #Succ. Accounts  Succ. Rate

ard 255 185 72.50%
4th 3 3 100.00%




HOW TIGHT BETWEEN ACCOUNTS (AD,
PROXY) AND [P

AD Proxy
1.2 I i
{ \ { \

1
1 I B | B | B | B
0 T T :

o
(o)

Accuracy Rate
o
[e)]

o
N

Same Account failed too Multiple Accountslogin DoS attack from outside Try to login in closing Host connects to Buffer Overflow attack
many times as he/she from single IP in short time Malicious Domain from outside
login time

Ticket Name

Threshold of Probability



EXPERIMENT RESULTS (CONT'D)

« 900 200
5 — € 150
g 8007 3 Host connects to Malicious Domain
8 . O 160
Q 700 Q
> 600 i 140
© © 120
£ 500 o
5] >=0.0 >=0.9 3 100
g 400 - N 3 8o >= 0.0 >=0.9
< N

5 300 = - = 60 K >
N Threshold of Probability o " 4
@ 200 5 40 ——Lhreshold of Probability
2 !
g 100 £ 20
=) >
Z O T T T T T 1 Z 0 T T T T T 1

91 92 93 94 95 96 97 70 75 80 85 90 95 100

Accuracy Rate Accuracy Rate
900 : : 200 — :
Multiple Accounts login from Host connects to Malicious Domain

e 800 ; : ; w— 180 T—
5 single IP in short time c
O o
£ 600 e 140
> >, 120
S 500 T==17 <=01 3
o N ® 100 =79 =01
S 400 +—1I > 5 =1 =0.
O 4 o 80 N
£ 300 Q K )
< Threshold of Entropy < 60 Threshold of En;ro
O 200 O 40 by
o =
o 100 2 20
£ £
=] 5
z a7 =z

0 T T T T T 0 T T T T T ]
91 92 93 94 95 96 70 75 80 85 0 95 100
Accuracy Rate Accuracy Rate 65



PERFORMANCE OF CHAINSPOT

Hypothesis: Abnormal, once GED(M]. M}, .oon) = 96, (@)
Normal, for otherwise,

| | Veasure- 5 =4 5=6 §=8
Generally speaking, ChainSpot TP 1050 527 15
: #FP 674 362 218
deliver the well performance as *TN i1 257 s
prediction with 0.71 precision #FN 39 207 444
Precision 0.61 0.71 0.75
and 0.81 recall rates. Recall 0.96 0.81 0.59

Cost curve helps optimally customize the
sensitivity of ChainSpot to making alert.

p(+)cost(—|+)
p(+)cost(—|+) + (1 — p(+))cost(+|—)

PC(+) =

b

(3)

NEC = Ratepy * PC(+) + Raterp * (1 — PC(+)),
(6)

Normalized Expected Cost

0 Probability Cost 1



AD CASE STUDY - MULTIPLE ACCOUNTS LOGIN
FROM SINGLE IP IN SHORT TIME

4776 548

4776

L710x18

768

4661

P 4662
4661
Normal Testin i .
al 1esting Training Abnormal Testing
g > J
Y
Abnormal Data has no 4661 -> 4662, 4662 -> 4658 Abnormal Data has 4768 ->4771 0x18, 4771 0x18 ->4768
A handle to an object was requested (4661) A Kerberos authentication ticket (TGT) was requested (4768)
An operation was performed on an object (4662) Kerberos pre-authentication failed (Bad Password) (4771 0x18)
l, There is no complete service path in abnormal data, and @
The handle to an object was closed (4658)  which has error authentication by bad password



AD CASE STUDY - TOO MANY LOGINS IN

TIME

4689

CLOSING

672

4674

Normal Testing Training

\

658

p *4625
4672

Abnormal Testing »+"4776

Abnormal Data has no followings::

The handle to an objectwas closed (4658)

A handle to an objectwas requested (4661)
An accountfailed

to log on

A new process has been created (4688)
(4625)

A Kerberos authentication ticket (TGT) was requested (4768)
Kerberos pre-authentication failed (Bad PWD) (4771 0x18)
A useraccount was locked out (4740)

\/

Abnormal and Normal Data both have followings:

Special privileges assigned

to newlogon
(4672)
The domain controller attempted to

validate the credentials for an account
(4776)

An accountfailed
tolog on
(4625)



PROXY CASE STUDY - HOST CONNECTS TO

MALICIOUS DOMAIN
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In Normal Testing and Training, user usually
browses five 2" Level Domains which are
never appear in Abnormal Testing (Ex.
amazon.com, facebook,com, and so on)

Domains, especially hinet.net

1. Abnormal Testing has five different 2" Level

2.| moneydj.comin|blacklist

3.
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DATASET COLLECTIONS OF REAL WORLD (2)

= We collected e-mail logs of an university from Oct. to Dec. (3
moths)

= Account Login Logs

= Docs : 156,840,553

= Size:15.13 GB

= Schema

= Service, Account, ServerIP, Client IP, Device, City, Region, Country, Timestamp

= Sender / Receiver Logs

= Docs 11,229,039

= Size : 195 MB

= Schema
= Client IP ServerIP Sender, Subject, Receiver, Subject, Mail Time




HOW LONG SHOULD WE TRAIN A MARKQV
MODEL ?!

= Depend on accounts' number of mail logs in each day during 3 months.
1 Week

70,000
60,000
50,000
Number of mail .
logs
30,000
20,000
10,000
i I II
’ 2016-10-03 2016-10-07 2016-10-11 2016-10-15 2016-10-19 2016-10-23 2016-10-27

llllllllllll

2016.10.1 ~2016.10.31



MARKOV EXPERIMENT RESULTS — CASE 1

IP + Protocol + Location

\(b_
Mountain View -> Mountain View | B (168201
| M (134,16.8] III
* (10.07, 13.4]
209.85.217.X , pop3 , Mountain View": { ~°$ oo B B
, 209.85.217.X , pop3 , Mountain View": 0.574468085106383, o (3ﬁ’6ﬁ
, 209.85.213.X , pop3 , Mountain View": 0.425531914893617 o i .
Week12 |
209.85.213.X , pop3 , Mountain View": { >
, 209.85.217.X , pop3 , Mountain View": 0.7272727272727273, X 7
, 209.85.213.X , pop3 , Mountain View": 0.2727272727272727 $<>

209.85.217.X
, 209.85.217.
, 209.85.213.

pop3 , Mountain View": {

, pop3 , Mountain View": 0.7333333333333333, Week13
» pop3 , Mountain View": 0.26666666666666666

209.85.213.X
, 209.85.217.

pop3 , Mountain View": {
, pop3 , Mountain View": 1.0

124.89.13.X , bogon , Xian": {
124.89.13.X , ip73-164.vpnip.cc.ntu.edu.tw , [Xia

124.89.13.X , bogon , Xian": 0.1428571428571428
124.89.13.X , ip73-141.vpnip.cc.ntu.edu.tw , Xian":

1 0.07142857142857142,

0.07142857142857142,

209.85.213.X , pop3 , Mountain View": 0.5,
124.89.13.X , ip73-207.vpnip.cc.ntu.edu.tw ,
124.89.13.X , ip73-61.vpnip.cc.ntu.edu.tw ,

! 0.07142857142857142,
: 0.14285714285714285

Mountain View -> Mountain View

1 T T 1 T 1
T e X 6 o A ® o O X

X Week

RN

week2 Xian (F527) -> Xian (F52%)

()



MARKOV EXPERIMENT RESULTS — CASE 2

(R Fa BF ] HR , Pl [ BE 3 75 72) W ez om
"1481340014": [ "1481344454": [ \%: O (7.4: g.é]
o G | ‘ “city": “"Mountain View", ‘ "city": "Mountain View", :;— S
"(2, 0)": 0.8407079646017699, "1481348544": [ - (3.7, 5.5]
"(1, 0)": 0.1592920353982301 Ccitys wountain view JRANEEZ VRN s | PN e W |
}/ Week10 $ .
n (2, @) n . { "11;81911182".' [ "1;81915011": [ ‘o:
LL (3’ 0) n : @ . @@84@3361344537815’ "148;;(.:11';-‘3\/6';.; :"7ountain View", "city": "Mountain View", :_
(2, 0)": 0.8235294117647058, DU — /i35 5\ — %X .
"(1, 0)": 0.16806722689075632 .
}) Week11 B A
: (2’ @) i e { "1480183351": [ "1480191140": [ Week
"(3, 0)": 0.05263157894736842, { ( TIZE A I T B3/
n (10’ 0) n . 0.02631578947368421, “"city": "Mountain View", “"city": "Mountain View",
"(7, 0)": 0.026315789473